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Abstract

We study the role that logical polarity
plays in determining the rejection or ac-
ceptance function of an utterance in dia-
logue. We develop a model inspired by re-
cent work on the semantics of negation
and polarity particles and test it on annota-
ted data from two spoken dialogue corpo-
ra: the Switchboard Corpus and the AMI
Meeting Corpus. Our experiments show
that taking into account the relative pola-
rity of a proposal under discussion and of
its response greatly helps to distinguish re-
jections from acceptances in both corpora.

1 Introduction

In order to establish and maintain coherence, dia-
logue participants need to keep track of the infor-
mation they jointly take for granted—their com-
mon ground (Stalnaker, 1978). As a dialogue
progresses, the common ground typically evolves.
New information becomes shared as the interlocu-
tors exchange moves (such as assertions, ques-
tions, acceptances, and rejections) through the col-
laborative process of grounding (Clark and Schae-
fer, 1989; Clark, 1996). To keep track of the com-
mon ground, speakers must identify which infor-
mation is accepted or rejected by their addressees.
The basic idea is simple: If a proposal is rejected,
its content does not enter the common ground,
while if it is accepted, its content does become
common belief.

Yet, determining whether a response to a move
counts as an acceptance or a rejection is far from
trivial. In many cases, the surface form of an
utterance is not explicit enough to determine its
acceptance or rejection force and inference is re-
quired (Horn, 1989; Lascarides and Asher, 2009;
Walker, 1996). For instance, B’s utterance in (1),
extracted from the AMI Meeting Corpus (Carletta,

2007), exemplifies what Walker (1996) calls im-
plicature rejection (the rejection arises from an
inferred scalar implicature: “normal” implicates
“not interesting”; see also Hirschberg (1985)).

(1) A: This is a very interesting design.
B: It’s just the same as normal.

The goal of this paper is to investigate the role of
logical polarity in distinguishing rejections from
acceptances. Consider the following dialogue ex-
cerpts, again from AMI, where the same utterance
form (“Yes it is”) acts as an acceptance in (2) and
as a rejection in (3):

(2) A: But it’s uh yeah it’s uh original idea.
B: Yes it is.

(3) A: the shape of a banana is not it’s not really
handy .

B: Yes it is.

To determine whether B’s utterance in either case
above functions as an acceptance or a rejection,
it is critical to not only look beyond the utterance
itself and take into account the proposal under dis-
cussion (A’s utterance), but also to specify (a) the
polarity (positive vs. negative) of both the proposal
and the response, and (b) how these polarities in-
teract to give rise to a particular interpretation. Our
aim in this paper is to develop a model of how
logical polarity influences acceptance/rejection in-
terpretation, inspired by recent work on the se-
mantics of negation and polarity particles (Cooper
and Ginzburg, 2011; Cooper and Ginzburg, 2012;
Farkas and Roelofsen, 2013), and to test it on an-
notated data from two spoken dialogue corpora:
the Switchboard Corpus (Godfrey et al., 1992) and
the AMI Meeting Corpus (Carletta, 2007).

In the next section, we give an overview of re-
lated computational work on acceptance/rejection
detection. In Section 3, we first briefly review re-
cent formal semantics approaches to polarity and
then present our model of logical polarity in ac-
ceptance and rejection moves. Section 4 describes
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our experiments: We derive machine learning fea-
tures from our polarity theory and test them in
Switchboard and AMI datasets, achieving compet-
itive F -scores of around 60 on the task of retriev-
ing rejections. We conclude in Section 5 with a
discussion of our results.

2 Related Computational Work

The first attempts to automatically identify accep-
tances and rejections (often referred to as agree-
ments and disagreements) were carried out in the
context of multiparty meetings for the purpose
of dialogue summarisation tasks. Hillard et al.
(2003) and Hahn et al. (2006) used the ICSI Meet-
ing Corpus (Janin et al., 2003) to develop sys-
tems that would classify utterances into agree-
ments, disagreements, backchannels, and ‘other’.
While these authors only leveraged lexical and
prosodic features of the utterance to be classified
(i.e., local features), Galley et al. (2004) showed
that accuracy could be improved by taking into ac-
count contextual dependencies, in particular pre-
vious (dis)agreements between the dialogue par-
ticipants, achieving an overall accuracy of 86.9%.
Subsequent work built on Galley et al.’s approach
showed that detecting agreement acts helped to
identify public commitments to tasks (Purver et
al., 2007) and other decisions made in a meeting
(Fernández et al., 2008).

A difficulty shared by all approaches mentioned
above is the skewness of the data, not only regard-
ing (dis)agreement vs. other types of acts, but also
agreement vs. disagreement. In the dialogue set-
tings considered, acceptance/agreement is much
more common than rejection/disagreement (e.g.,
11.9% vs. 6.7% in the portion of the ICSI Meet-
ing Corpus used by Galley et al. (2004) and 3.6%
vs. 0.4% in the section of the AMI Meeting Cor-
pus used by Germesin and Wilson (2009)). This
can lead to reasonable overall accuracy but poor
results on recognising rejections. Indeed, Ger-
mesin and Wilson (2009), who apply an approach
based on Galley et al. (2004) to the AMI Meet-
ing Corpus, achieve 98.1% accuracy, but report
0% recall for rejections/disagreements. Wang et
al. (2011), who also work with AMI data, use dif-
ferent resampling methods to balance their dataset
and then apply Conditional Random Fields (using
therefore contextual information from sequences
of utterances), achieving 56.9% recall and 55.9 F1
for disagreement detection.

Some recent work has moved away from spoken
dialogue to address similar tasks in online discus-
sion forums. An advantage of this kind of sce-
narios is that they seem to offer more opportu-
nity for disagreement/rejection, thereby yielding
more inherently balanced datasets. Abbott et al.
(2011) and Misra and Walker (2013) use the In-
ternet Argument Corpus (Walker et al., 2012), an
annotated collection of posts in discussion forums
with a balanced distribution of agreeing and dis-
agreeing posts. They address a 2-way classifica-
tion task—determining whether each response to
a post (or to a quoted portion of a post in the case
of Abbott et al. (2011)) is either an agreement or
a disagreement—using a collection of features in-
spired by previous computational and theoretical
approaches. The system developed by Misra and
Walker (2013) uses only local features of the to-
be-classified post, achieving an accuracy of 66%
(over a 50% baseline). Abbott et al. (2011)’s best
system uses features from both the quoted post and
the response post, achieving an accuracy of 68.2%.
However adding this contextual information does
not significantly outperform a system based only
on local features of the response, which yields
66.6% accuracy. Using both features from the post
and the post response, Yin et al. (2012) obtain sim-
ilar results: 68% accuracy on a different online
corpus (the Political Forum), where the datasets
are not balanced (they report a ratio of about 2 to
1 for agreement vs. disagreement).

All in all, this body of work has identified
several linguistic features that are useful for in-
ferring acceptances and rejections, often build-
ing on observations made by conversational an-
alysts (Pomerantz, 1984; Brown and Levinson,
1987). Furthermore, recent work by Bousmalis
et al. (2013) suggests that there are specific non-
verbal behaviours associated with agreement and
disagreement, such as different types of head, lip,
and hand movements. However, to our knowl-
edge, the role of logical polarity has not been
investigated in any detail by computational ap-
proaches. Several systems make use of subjective
polarity, i.e., sentiment. For instance, Galley et al.
(2004) use the list of subjective adjectives com-
piled by Hatzivassiloglou and McKeown (1997)
to assign a positive and a negative polarity value
to an utterance given the number of subjective
positive/negative adjectives it contains. Similarly,
Misra and Walker (2013) use the MPQA Subjec-
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tivity Lexicon (Wilson et al., 2005) to capture the
local sentiment of an online post response given
the number of words in the response with strongly
subjective positive/negative polarity according to
the subjectivity lexicon. Yin et al. (2012) assign a
positive and a negative score to a post by aggregat-
ing the sentiment scores of those words that can be
found in SentiWordNet (Baccianella et al., 2010).

Although subjective polarity may be helpful
(e.g., utterances with a high positive sentiment
score may be more likely to be acceptances), this
is not the kind of polarity that concerns us in this
paper. Note, furthermore, that local sentiment in-
formation may be superseded by logical polarity.
(4) A: But then it wouldn’t sit as comfortably in

your hand.
B: It would still be comfortable.

Despite the fact that B’s utterance in (4)—
extracted from the AMI corpus—would be as-
signed a positive sentiment score (given the pres-
ence of the word “comfortable”, classified as pos-
itive in the MPQA Subjectivity Lexicon, and the
absence of negative subjective words), the utter-
ance acts as a rejection due to logical polarity con-
straints, as we shall make clear in the next section.

3 Polarity in Acceptances and Rejections

In this section, we first give a brief overview of
some of the main ideas put forward in recent theo-
retical approaches to polarity. Afterwards, we in-
troduce our approach to logical polarity in the con-
text of acceptance and rejection moves.

3.1 Formal Semantics Approaches
Polarity and in particular negation are central con-
cepts in formal semantics and pragmatics (Horn,
1989). Recent work independently put forward
within the frameworks of Type Theory with
Records (Cooper and Ginzburg, 2011; 2012) and
of Inquisitive Semantics (Farkas and Roelofsen,
2013) has proposed to semantically distinguish be-
tween positive and negative propositions. Such a
proposal departs from the traditional view in for-
mal semantics where propositions are taken to de-
note sets of possible worlds (see Partee (1989) for
a survey). According to this traditional view, the
meaning of (5a) would be indistinguishable from
that of (5b), given that the two propositions are
true in exactly the same possible worlds:
(5) a. Sue failed the exam.

b. Sue didn’t pass the exam.

These utterances, however, license different types
of responses. For instance, responding “no” to
(5a) would assert that Sue did pass the exam,
while the same response to (5b) would typically
be understood as asserting the opposite. Leaving
aside many details that distinguish the two theo-
ries, Cooper/Ginzburg and Farkas/Roelofsen pro-
pose that polarity particles—words like “yes” and
“no”—are sensitive to the polarity of their an-
tecedent: “yes” presupposes that a positive propo-
sition is under discussion, while “no” presupposes
a negative proposition. If the presupposition is
met, both “yes” and “no” assert the proposition
under discussion (i.e., in our terms, they act as ac-
ceptances); if the presupposition fails, they assert
the negation of the proposition under discussion
(i.e., they act as rejections).

This characterises the standard behaviour of po-
larity particles. However, the picture is slightly
more complicated since, when the proposition un-
der discussion is negative, in English “yes” and
“no” can also be used to agree or disagree, respec-
tively (contrary to the standard case):

(6) Sue didn’t pass the exam.

a. No (she didn’t). ; standard acceptance
Yes, she didn’t.

b. Yes, she did. / #Yes. ; standard rejection
No, she did.

According to Farkas and Roelofsen (2013), this
ambiguity of use makes bare forms of “yes”/“no”
less likely in the non-standard cases exemplified
in (6) and favours more explicit sentential forms
where the presence of the verb disambiguates the
intended interpretation. In this respect, however,
the standard rejection in (6b) constitutes a spe-
cial case: While in standard acceptances the sen-
tential form is not required, in standard rejections
it seems needed. According to these authors, in
English the positive polarity particle “yes” has a
strong preference for realising an agreement move
and therefore its use as a rejection is marked.1

This makes the explicit sentential form “Yes, she
did” in (6b) more felicitous than the bare form
“Yes”. Thus, the two types of rejections to a neg-
ative proposition we see in (6b)—with “yes” and

1The special status of English “yes” for rejection seems
to be supported by cross-linguistic evidence. For instance,
German has a special positive polarity particle “doch” for
rejecting a negative proposition: in response to the assertion
in (6), “doch” would be used to disagree (“yes, she did”)
while “ja” would be used to agree (“yes, she didn’t”).
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Polarity of P -R Type Example from AMI Meeting Corpus

positive – positive default relative acceptance A: And then you can buy the covers. B: Yes
negative– negative reverse relative acceptance A: It’s not very well advertised. B: No, it’s not.
positive – negative default relative rejection A: It’s a frog. B: No, it’s a turtle.
negative– positive reverse relative rejection A: TVs aren’t capable of sending. B: Yes, they are.

Table 1: Relative response types.

“no”—are expected to contain an explicit verbal
constituent. We refer to this as the markedness ex-
pectation.

3.2 Our Model

Our aim is to exploit insights from the theo-
ries sketched above to develop a model that can
be operationalised in a computational setting to
test whether information regarding logical polarity
can contribute to automatically distinguish accep-
tances from rejections.

We focus on proposal-response pairs (P -R),
where R either accepts or rejects P . We pro-
pose to assign both the proposal and the response
a logical polarity: either positive or negative. Fur-
thermore, we differentiate absolute (polarity inde-
pendent) from relative (polarity independent) re-
sponses. A response type R is absolute if its ac-
ceptance/rejection function does not depend on the
polarity of P , and it is relative if it does. Formally,
we say that a proposal P is rejected by a response
R if P ^ R is inconsistent. This gives us the fol-
lowing four possible responses to P :

• R ⌘ > : absolute acceptance

• R ⌘ ? : absolute rejection

• R ⌘ P : relative acceptance

• R ⌘¬P : relative rejection

Our focus of attention is on relative responses.
Given a P -R pair with a relative response, we infer
an acceptance if the polarities of P and R align,
and a rejection if the polarities differ. This gives
us four possible relative responses, shown in Ta-
ble 1. In the default cases, where P is positive,
positive responses act as acceptances and nega-
tive responses as rejections—exactly as absolute
response types would act. When P is negative
(i.e., P ⌘ ¬P 0), we are faced with what we call
reverse relative responses: Negative polarity re-
sponses act as acceptances and positive polarity
responses as rejections. An acceptance can have
the form R ⌘ P ⌘ ¬P 0 while a rejection can have
the form R ⌘ ¬P ⌘ P 0 (with R being positive,
i.e., with the double negation ¬¬P 0 eliminated).

We call these cases reverse responses because their
polarity signature is precisely the negation of the
respective default cases (cf. Table 1).

The next obvious question to address is how the
polarity of proposals and responses can be deter-
mined. Clearly, this will differ across languages.
For the case of English, we shall assume that po-
larity is linked to the presence of particular par-
ticles and grammatical indicators. In particular,
we consider the words in Table 2 to be positive
and negative polarity markers.2 Amongst negative
polarity markers, we distinguish between negative
polarity particles and negation indicators.

positive particles: yes, yeah, yep
negative particles: no, nope, nah

negation: not, -n’t, never,
nothing, nobody, nowhere

Table 2: Polarity markers.

All markers in Table 2 are key cues of polar-
ity. However, they do not straightforwardly deter-
mine the polarity of a contribution. Firstly, there
are cases where the presence of a marker does not
have the expected effect on polarity. For instance,
a negative tag question (“isn’t it?”) at the end of
an utterance does not mark that utterance as neg-
ative. Also, the polarity effect of a marker can be
invalidated if it is followed by the contrast con-
nective “but”. For instance, in the following AMI
examples, “but” cancels out the effect of the neg-
ative polarity particle “no” in (7), making B’s ut-
terance positive, and the effect of the positive po-
larity particle “yeah” in (8), making B’s utterance
negative (in conjunction with the verbal negation
in this case):
(7) Reverse rejection: negative–positive

A: Yes, but some televisions don’t support it.
B: No, but then they would also support that

button, because it’s the same thing.
(8) Default rejection: positive–negative

A: Yeah, uh materials like wood that
B: Yeah, but wood is not a not a material you

which you build a a remote control of .
2We do not claim that this list is exhaustive.
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Secondly, it is important to take into account that
a large amount of acceptances and rejections do
not include any marker of polarity at all. For in-
stance, in our datasets extracted from the AMI and
Switchboard (SWB) corpora (which we will de-
scribe in detail in Section 4.1), 49% and 70% of
acceptances in AMI and SWB, respectively, do not
contain any explicit polarity marker; and similarly
for 40% (AMI) and 15% (SWB) of rejections.
In part this is due to the fact that in English (as
in most languages) there is no morphologically-
realised positive counterpart of verbal negation.

Given the observations above, we adopt the heu-
ristics in Figure 1 to assign a polarity to P and R.
Since this heuristics is intended to be applicable
to dialogue corpora, we forgo the use of deep se-
mantic analysis, which is difficult to achieve when
dealing with naturally occurring spoken language.3

P -polarity: A proposal P has negative polarity if it con-
tains a negation indicator (excluding tag questions); oth-
erwise, P has positive polarity.

R-polarity: We define a precedence order on polarity
markers: negative polarity particles take precedence over
positive polarity particles, which in turn take precedence
over negation indicators.

• If a response R contains a negative polarity particle
(not followed by “but”), its polarity is negative.

• Else, if R contains a positive polarity marker (not fol-
lowed by “but”), its polarity is positive.

• Else, if R contains a negation indicator, its polarity is
negative.

• Otherwise, R has positive polarity.

Figure 1: Heuristics for polarity determination.

Drawing on the notion of markedness expecta-
tion we introduced at the end of Section 3.1, we
hypothesise that the lack of explicit positive polar-
ity markers will be compensated for by the pres-
ence of sentential similarity patterns between pro-
posals and responses. It follows from our descrip-
tion of relative responses (see Table 1) that they
will either semantically mirror the proposal (ac-
ceptances) or negate it (rejections). In the absence
of an explicit positive polarity marker in the pro-
posal or the response, therefore, we expect to find
some form of sentential parallelism, potentially in
both cases—when P -R polarities align, as in (9),
and when they differ, as in (10):4

3Amongst other things, this means we do not account for
the scope of negation.

4Both examples are extracted from the AMI corpus.

(9) A: It’s still it’s still working,
B: It is.

(10) A: It’s a fat cat.
B: It is not a fat cat.

According to the markedness expectation, this
type of parallelism is expected in reverse relative
responses even when polarity particles are present
as in (11) from Switchboard and in the reverse re-
sponse examples in Table 1. Hence, we conjec-
ture that parallelism will be present with higher
frequency in the reverse cases.

(11) A: They wouldn’t be able to own a house.
B: Yes, they would.

4 Experiments

In order to automatically test the extent to which
logical polarity plays a role in determining the
function of naturally occurring acceptances and
rejections, we conduct machine learning experi-
ments on dialogue corpus data. We first explain
how we create our dataset, then describe how we
devise features that encode polarity information,
and finally report the results obtained.

4.1 Datasets

We test our model on two different corpora: The
Switchboard Corpus (SWB) (Godfrey et al., 1992)
and the AMI Meeting Corpus (Carletta, 2007).
SWD is a collection of around 2400 recorded and
transcribed telephone conversations between two
dialogue participants. The speakers are provided
with a topic and then converse freely. In con-
trast, AMI contains transcriptions from around
100 hours of recorded multiparty conversations
amongst four dialogue participants who interact
face-to-face in a meeting setting. The speakers
converse freely, but they play roles (such as in-
dustrial designer or project manager) in a ficti-
tious design team whose goal is to design a re-
mote control. Therefore the dialogue is mildly
task-oriented. Both corpora have been annotated
with dialogue acts (DAs), albeit with slightly dif-
ferent DA annotation schemes: SWD is annotated
with the SWBD-DAMSL tagset (Jurafsky et al.,
1997), while AMI uses a coarser-grained tagset
but includes relations between some DAs (loosely
called adjacency pair annotations).5

5The AMI DA annotation manual is available at
http://mmm.idiap.ch/private/ami/annotation/dialogue_

acts_manual_1.0.pdf
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acceptances rejections total P -R

SWB 4534 (97%) 145 (3%) 4679
AMI 7405 (91%) 697 (9%) 8102

Table 3: Class distribution in our datasets.

We use the DA annotations to extract a
dataset of proposal-response (P -R) pairs for
each corpus as follows. To construct the SWB
dataset, we extract all utterances u annotated
as Agree/Accept or Reject that are turn-
initial and that are immediately preceded by
a turn whose last utterance u0 is annotated
as Statement-non-opinion, Statement-
opinion or Summarize/Reformulate. To
construct the AMI dataset, we extract all ut-
terances u annotated as Assessment that are
turn initial and that are linked with the re-
lations Support/Positive Assessment or
Objection/Negative Assessment to an
earlier utterance u0 that is not annotated as
Elicit Inform or Elicit Assessment (i.e.,
that is not a question). In both cases, P cor-
responds to u0 and R to the first five words
of u. We consider R an acceptance if u is
annotated as Agree/Accept in SWB or as
Support/Positive Assessment in AMI, and a
rejection if it is annotated as Reject in SWB or
as Objection/Negative Assessment in AMI.

We take the first five words of a turn-initial ut-
terance to be the most relevant ones for convey-
ing acceptance or rejection. This is motivated by
the fact that dialogue participants typically provide
evidence of understanding—and, by extension, of
agreement or disagreement—at the earliest oppor-
tunity in order to avoid misunderstandings on what
they take to be common ground (Pomerantz, 1984;
Clark, 1996). However, when extracting our P -R
pairs we retain the entire utterance u (of which R
is a prefix) in order to be able to take its length into
account in the automatic classification experiment,
as explained in the next section.

Finally, we observe that in the two corpora all
the P -R pairs where R is just a single “yeah” are
acceptances. Thus, in the terminology we intro-
duced in Section 3.2, bare “yeah” seems to be an
absolute response type, whose acceptance func-
tion is independent of the polarity of P (in contrast
to the relative response types in Table 1). Since
identification of these acceptances is trivial, we
discard them from our datasets. The final distri-
bution of acceptances and rejections in each of the

datasets is shown in Table 3. As can be seen, the
data is highly skewed, with less than 10% of P -R
pairs corresponding to rejections.

4.2 Features

We derive different types of features to test our
model. We are not interested in using large
amounts of unmotivated features, but rather in ex-
ploiting a small set of meaningful domain- and
setting-independent features that can help us to in-
vestigate the impact of logical polarity. The fea-
ture we use are summarised in Figure 2. We con-
sider several local features of the response. Most
of these features are inspired by earlier approaches
reviewed in Section 2, such as those by Galley et
al. (2004) and Misra and Walker (2013). We use
several lexical features that act as cues for accep-
tance or rejection. For instance, the presence of
“yeah” is a good cue for acceptance, while the
presence of “but” is a strong cue for rejection.
The bigram “yeah, but” is in turn a good indica-
tor for rejection—the “yeah” in such cases seems
to be an attempt at politeness (Brown and Levin-
son, 1987; Bousfield, 2008). Since rejections are
dispreferred moves, they are frequently initiated
with a hedging such as “well” or with hesitation
or stalling (Byron and Heeman, 1997). These
utterance-initial cues are aggregated into one fea-
ture. Rejections also tend to be longer than ac-
ceptances since the speaker feels the need to jus-
tify the unexpected move (Pomerantz, 1984). We
take into account the length of the entire utter-
ance containing R with three binary features.6 We
also consider less frequent semantic indicators for
acceptance and rejection, respectively, which we
group into two aggregate features that record the
presence of agreement words such as “okay” or
“correct” and contrast words such as “however”
or “although”. Given our observations regard-
ing polarity and polarity particles in Section 3, in
contrast to previous approaches we don’t include
“yes” and “no” as local lexical cues. Instead,
we add a new local feature encoding the polarity
of the response as determined by the R-polarity
heuristics in Figure 1.7

6The use of Boolean features here is motivated by our
choice of classifier, as we point out in the next subsection.
The length thresholds have been set up manually after quali-
tative examination of several examples.

7We have tested other theoretically motivated local fea-
tures, such as turn-length and number of disfluencies. The
local R features in Fig. 2 combined with the local R polarity
feature correspond to the best performing local feature set.
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Local features cannot capture the most interes-
ting aspects of logical polarity, which originate
from the interaction between the polarities of the
proposal and the response in relative response
types. To account for this, we introduce four rela-
tive P -R polarity features corresponding to the re-
sponse types described in Table 1. Finally, we in-
troduce a feature that records the presence of some
form of parallelism between P and R. As we men-
tioned at the end of Section 3.2, the markedness
expectation predicts that sentential parallelism
will occur more frequently in reverse relative re-
sponses, i.e., responses to negative proposals. The
parallelism feature targets such cases. We restrict
ourselves to strict identity between P and R of
a pronominal subject and a verb (in negative vs.
positive form).8 The feature therefore is only able
to capture examples such as (12a) but not (12b),
where anaphora resolution would be required.9

(12) a. A: But it wouldn’t be very attractive.
B: No, it would.

b. A: TVs aren’t capable of sending.
B: Yes, they are.

4.3 Results
We conducted the machine learning experiment
using BernoulliNB, the Bernoulli-distributed
Naive Bayesian classifier from scikit-learn (Pe-
dregosa et al., 2011), which outperformed sev-
eral other classifiers, including Random Forests
and a Support Vector Machine. We chose this
classifier because our main features—the relative
polarities—are Boolean and our data is highly im-
balanced.10 Given the high relative frequency of
acceptances over rejections in our datasets (see
Table 3), measuring accuracy or retrieving accep-
tances would yield very good results. Hence, as
discussed in section 2, we believe that the most
discerning task is the retrieval of rejections. Pre-
cision, recall and F -scores for this task, with the
classifier trained on different combinations of fea-
ture sets, are shown in Table 4. We developed the
classifier on the whole AMI dataset, as the small
number of rejections makes splitting up the cor-
pus into a development and a test set infeasible.
The SWB corpus was exclusively used for testing.
In the AMI dataset we tested the classifier with

8We use the NLTK POS tagger to implement this feature
(Bird et al., 2009).

9Given the high frequency of pronominal forms in spoken
dialogue, pronoun identity turns out to be reasonably useful.

10The scikit-learn documentation indicates that this classi-
fier is particularly suited for sparse data and Boolean features.

LOCAL R FEATURES

Length of utterance containing R in number of words:

• Three features: l>2, l>12, l>24

Acceptance Indicators:
• R contains yeah
• R contains any of absolutely, okay, accept, agree, cor-

rect, either, true, sure, not preceded by not

Rejection Indicators:
• R contains but
• R contains the bigram ‘yeah, but’
• R starts with any of well, oh, uh, mm
• R contains any of actually, however, though, although

LOCAL R POLARITY FEATURE

• positive or negative, according to R-polarity in Fig. 1

RELATIVE P -R POLARITY FEATURES (cf. Fig. 1)
• positive–positive
• positive–negative
• negative–negative
• negative–positive

RELATIVE P -R PARALLELISM FEATURE

One of the following patterns appears in P -R, where a
pronoun p, an auxiliary verb aux and a main verb v are
identical in P and R:
• ‘p aux not’ – ‘p aux’ not followed by {n’t| not}
• ‘p (aux) not v’ – ‘p v’
• ‘I do{n’t| not} {think|know} {that|if} p aux’ –

‘p aux’ not followed by {n’t| not}

Figure 2: Feature types (all features are Boolean).

10-fold cross-validation and in the SWB dataset
with 5-fold cross-validation, due to the more lim-
ited amount of rejections in this corpus. Also, due
to the lack of training data, the more specific Rel-
ative P -R Parallelism feature could not be applied
to the SWB corpus.

For comparison we report the results of a sim-
ple unigram baseline: Each content word that oc-
curs at least 5 times in the dataset is used as a
Boolean feature (occurrence vs. non-occurrence).
This achieves F -scores of 31.66 in AMI and 16.63
in SWB. As a more substantial baseline we con-
sider a system that uses only local features of the
response, including local polarity. This feature-
set is expected to capture relatively well the ac-
cepting/rejecting function of absolute responses
and default relative responses, since their function
aligns with their local polarity. This yields an F -
score of 52.24 in AMI and of 33 in SWB. The Rel-
ative Polarity features were conceived to reduce
classification confusion grounded in reverse polar-
ity: If only local features are considered, a reverse
polarity acceptance would appear to be a rejection,
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AMI SWB
Feature sets Precision Recall F1 Precision Recall F1

Unigrams 35.61% 28.97% 31.66 24.20% 12.93% 16.63
Local + Local Polarity 44.13% 64.12% 52.24 20.80% 82.46% 33.00
Local + Relative Polarity 58.08% 61.63% 59.75 49.12% 72.93% 58.49
Local + Relative Pol. + Parallelism 58.23% 64.04% 60.96 n/a n/a n/a

Table 4: Precision, Recall, and F -scores for rejection identification.

while a reverse polarity rejection would seem to
be an acceptance. Moving from local to relative
polarity features should therefore reduce this con-
fusion. Indeed, in both corpora the precision is in-
creased substantially (from 44.13% to 58.08% in
AMI and from 20.8% to 49.12% in SWB), caus-
ing a great increase in F -scores: 59.75 in AMI
and 58.49 in SWB (paired t-tests show all these
increases are significant, with p < 0.001).

However, in both datasets we observe a reduc-
tion in recall when moving from local to relative
polarity. We believe that this is in part due to the
relative polarity features ignoring some absolute
uses of polarity particles, which may have been
captured by Local Polarity.11 The Relative Paral-
lelism feature should be able to help in such cases.
For instance, in example (12a) B’s utterance would
be assigned negative polarity and therefore the rel-
ative polarity features would contribute to clas-
sify it as an acceptance (since in the large major-
ity of cases negative-negative P -R pairs do cor-
respond to acceptances). In this case, however,
“no” is used absolutely, i.e., as a rejection. Due to
the markedness expectation, this is likely to show
up in the form of contrastive parallelism, which
we can—at least in part—capture with our sim-
ple feature. Indeed, adding this feature to the AMI
dataset raises recall back to baseline level: 64.04%
vs. 61.63% (p < 0.005). This, in turn, increase the
AMI F -score from 59.75 to 60.96 (p < 0.05).

5 Conclusions
The overall aim of this paper has been to investi-
gate the influence of logical polarity in interpret-
ing utterances as acceptance or rejection moves
in dialogue. We have built on recent work on
the semantics of negation and polarity particles by
Cooper and Ginzburg (2011; 2012) and Farkas and
Roelofsen (2013) to develop an approach to polar-
ity that is theoretically motivated and that can be
computationally tested on corpus data. Although

11We note that the featureset Local + Local Polarity + Rel-
ative Polarity does not outperform Local + Local Polarity in
the classification experiments. We believe this indicates that
polarity is indeed mostly a contextual phenomenon.

there is a substantial amount of previous work on
automatically detecting agreement and disagree-
ment in dialogue corpora, to our knowledge the
role of logical polarity had not been explicitly in-
vestigated before.

Our focus has been on relative responses, i.e.,
responses where simply taking into account clues
from the utterance to be classified is insufficient—
or can even be misleading—to infer acceptance or
rejection. We have argued that relative responses
require taking into account how the polarities of
the response and of the current proposal under dis-
cussion interact, and have put forward a model that
captures such interaction. Our experiments show
that the use of information on relative polarity sub-
stantially helps to distinguish acceptances from re-
jections. This indicates, on the one hand, that our
model does a reasonably good job at capturing this
phenomenon, and on the other hand, that relative
polarity responses are not merely a theoretically
interesting phenomenon but are in fact widespread
in actual dialogue.

There is certainly room for improving the im-
plementation of our heuristics, for instance by
using finer-grained semantic and syntactic infor-
mation: e.g., we cannot currently capture accep-
tance/rejection of a subclause, implicature rejec-
tions, rhetorical questions, nor sarcasm—all of
which affect the recall of our system. Interestingly,
the classification experiments yield very similar
results in the two corpora with the Local + Relative
Polarity feature set—F -scores of 59.75 in AMI
and 58.49 in SWB. This indicates that our theo-
retical observations are applicable independently
of setting, domain and number of speakers. There
seem to be some differences across the two cor-
pora, however, since the impact of relative polarity
information is much higher in SWB than in AMI
(the F -score goes up around 7 in AMI when mov-
ing from local to relative polarity, while in SWB it
increases by 25). A deeper investigation into the
shortcomings of our implemented model and of
where these shortcomings affect AMI differently
than SWB are issues we leave for future work.
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