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Abstract

This paper addresses the problem of how
to build interview systems that users are
willing to use. Existing interview dia-
logue systems are mainly focused on ob-
taining information from users, thus they
just repeatedly ask questions. We pro-
pose a method for improving user impres-
sions by engaging in small talk during
interviews. The system performs frame-
based dialogue management for interview-
ing and generates small talk utterances af-
ter the user answers the system’s ques-
tions. Experimental results using a text-
based interview dialogue system for diet
recording showed the proposed method
gives a better impression to users than in-
terview dialogues without small talk. It
is also found that generating too many
small talk utterances makes user impres-
sions worse because of the system’s low
capability of continuously generating ap-
propriate small talk utterances.

1 Introduction

Our goal is to build dialogue systems that can ob-
tain information from users. In this paper, we call
such systemsinterview dialogue systems. An ex-
ample is a dialogue system that interviews a user
about what he/she ate and drank. The information
obtained by the system is expected to be used for
health care.

Although interviews have not been as popular as
database search and reservations as applications of
dialogue systems, they have commercial potential
(Stent et al., 2006). Interview dialogue systems
would be useful not only because they save hu-
man labor but also because users are expected to
disclose their personal information to automated

systems more often than to human-operated sys-
tems (Lucas et al., 2014).

We propose a method for dialogue management
for such a dialogue system. Although several in-
terview dialogue systems have been developed so
far, most of them put their focus mainly on obtain-
ing information, repeating questions and making
mechanical dialogues. It might be acceptable if
the user is expected to use the system only once,
like a system for an opinion poll. However, such a
strategy is not acceptable for systems like the one
for diet recording, because users might not want to
use such a system every day.

In human-human conversations, participants
sometimes try to obtain information from another
participant while enjoying the chat. If a system
can engage in such kinds of conversation, a user
may be willing to use it. However, the capa-
bility of even state-of-the-art chat systems is not
good enough to chat for a long time. They some-
times cause dialogue breakdowns for various rea-
sons (Higashinaka et al., 2015).

Our proposed dialogue management method
mainly engages in an interview dialogue and
sometimes insertssmall talk utterances.1 In this
paper, a small talk utterance means an utterance
that is not directly related to the task of the
dialogue but makes the dialogue smoother and
friendly. Examples of small talk utterances are ut-
terances telling impression (e.g., “It sounds very
nice”) and self-disclosures (e.g., “That’s my fa-
vorite food.”). We expect that generating small
talk utterances will enable users to enjoy using the
system and they will want to use the system again.

Using the proposed method, we built an inter-
view dialogue system for diet recording and con-

1We use the termutterancerather thansentenceeven
though we deal with only text-based dialogue systems in this
paper, because sentences used in those systems are more col-
loquial.
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ducted a user study to investigate the effectiveness
of the small talk utterances. We found that the
small talk utterances give the user a better impres-
sion but it was suggested that generating too many
small talk utterances increases the possibility of
generating unnatural utterances, resulting in bad
impressions.

This paper is organized as follows. Section 2
surveys related work, and Section 3 proposes the
method for dialogue management. Section 4 ex-
plains in detail the interview dialogue systems for
diet recording as an implementation of the pro-
posed method. Section 5 shows the experimental
evaluation results before concluding the paper in
Section 6.

2 Related Work

Although interviews have not been popular appli-
cations of dialogue systems, several systems have
been developed so far.

One of the earliest systems is MORE (Kahn et
al., 1985), which can elicit knowledge for diag-
nosis from human experts. It uses a number of
heuristic rules to generate questions to human ex-
perts. Although the paper does not clearly state
how it understands user replies, it does not seem to
perform complicated language processing. Stent
et al. (2006) built a spoken dialogue system for
interview-based surveys for rating college courses.
They showed dialogue epiphenomena can be used
to learn more than the system asks. Johnston et
al. (2013) built a spoken dialogue system for gov-
ernment and social scientific surveys. They are
concerned with confirmation strategies for reduc-
ing errors in the surveys. Skantze et al. (2012) use
robot behaviors for increasing the reply rate in sur-
vey interviews. All these systems focus on obtain-
ing information from users. They are suitable to
be used once but it is not clear whether users want
to continuously use them.

On the contrary,chat-oriented dialogue sys-
tems, which can engage in small talk, have been
built so that users will enjoy conversations with
them (Wallace, 2008; Wilks et al., 2011; Hi-
gashinaka et al., 2014). It has been tried to com-
bine chat-oriented dialogue systems with task-
oriented dialogue systems (Traum et al., 2005;
Nakano et al., 2006; Lee et al., 2006). Recent
commercial dialogue systems such as Siri (Belle-
garda, 2013) also have functionality for engaging
in small talk.

Incorporating small talk into interview dialogue
systems has been considered as well, since small
talk is known to be effective in buildingrapport
(Bickmore and Picard, 2005), they are expected
to increase the rate that the user honestly answers
the questions. For example, Conrad et al. (2015)
showed that small talk in survey interviewing to
increase the users’ comprehension and engage-
ment. Bickmore and Cassell (2005) also used
small talk to increase trust. Unlike those studies
whose aim is to obtain more information from the
users, we focus on how to give better impressions
to the users. In addition, while both Conrad et
al. (2015) and Bickmore and Cassell (2005) con-
ducted Wizard-of-Oz based studies, we take into
account that it is inevitable for systems to gener-
ate inappropriate utterances.

3 Proposed Method

There are two possible dialogue management
strategies for engaging in both interview dialogues
and chat-oriented dialogues. One is to deal with
chat as the primary strategy and sometimes invoke
an interview dialogue to ask questions to the users.
This strategy is taken by some of the previously
built dialogue systems that integrate task-oriented
dialogues and chat-oriented dialogues (Nakano et
al., 2006; Lee et al., 2006). The other strategy is to
deal with interviewing as the primary strategy and
chat as the secondary strategy.

In the former approach, since the capability of
the current chat-oriented dialogue systems is not
good enough to always generate utterances that
match the dialogue context (Higashinaka et al.,
2015), engaging in chat for many turns might
make the user’s impression worse.

We therefore take the latter approach. Our
method systematically asks questions for the inter-
view based on frame-based (Bobrow et al., 1977;
Goddeau et al., 1996), agenda-based (Bohus and
Rudnicky, 2009), or other kinds of dialogue man-
agement. Then when the user replies to the sys-
tem’s questions, it may start small talk by choos-
ing one of the small talk utterances stored in a
database. After several turns, it goes back to the
interview. When to start small talk and when to
finish are determined by heuristic rules or proba-
bilistic rules learned from a corpus. By this strat-
egy, even if small talk does not go well, the sys-
tem can go back to the interview and evolve the
dialogue.
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Figure 1: Architecture for the interview dialogue system for diet recording

4 Implementation: An Interview
Dialogue System for Diet Recording

Based on the proposed method, we have devel-
oped a Japanese text-based interview dialogue sys-
tem that asks the user what he/she ate and drank
the day before. Figure 1 shows the architecture of
the system.

Note that the goal of the system is to obtain
rough information of what the user had each day.
We assume the information is used to know the
tendency of the user’s dietary habits. Obtaining
detailed dietary records so that it can be used for
nutritional guidance is out of the scope of our re-
search.

4.1 Knowledge Base

Our system assumes most users have meals with
typical meal compositions for Japanese. For ex-
ample, lunch can consist of a one-dish meal and
soup, or it can consist ofshushoku(side dish
mainly containing carbohydrates), a couple of
okazu(main or side dish containing few carbo-
hydrates), and soup. Each kind of food can be
one of these categories; for example, steamed rice
and bread areshushoku, and sandwiches and tacos
are one-dish meals. We call these categoriesfood
groups. The system has a knowledge base that
contains a list of foods for each food group as
shown in Table 1.

4.2 Understanding User Utterances

The language understanding module first performs
a morphological analysis using MeCab (Kudo et

al., 2004) to segment the input text into words and
get their part-of-speech information.

It then determines the type of the user utterance.
The type is eithergreeting, affirmative utterance
(including replies to system questions), ornega-
tive utterance. The number of types is small be-
cause, in interview dialogues, user utterances have
small variations. An utterance telling the food and
drink the user had is an affirmative utterance. This
utterance type classification is done by LR (Logis-
tic Regression), which uses bag-of-words features.
We used LIBLINEAR (Fan et al., 2008) for the
implementation of LR.

It then performs semantic content extraction,
that is, obtaining five kinds of information,
namely, food and drink, ingredient, food group,
amount of food, and time of having food. This is
done by CRF (Conditional Random Fields) using
the IOB2 tagging framework (Hahn et al., 2011).
For the CRF, we used commonly used features
such as unigram and bigram of the surface form,
original form and part of speech of the word. We
used CRFsuite (Okazaki, 2007) for the implemen-
tation of CRF.

These statistical models for LR and CRF were
trained on 5,630 utterances. This set was ar-
tificially created by randomly changing content
words in 563 sentences manually written by de-
velopers.

4.3 Dialogue Management for Interviewing

Dialogue management for interviewing is based
on a frame. Slots of the frame are compositions
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Food group Examples instances # of instances
shushoku(side dish mainly containing carbohydrates) steamed rice, bread, cereal 20
okazu(main or side dish containing few carbohydrates)Hamburg steak, fried shrimp, grilled fish 106
soup corn soup,misosoup 18
one-dish meal sandwich, noodle soup, pasta, rice bowl 78
drink orange juice, coffee 32
dessert cake, pancake, jelly 16
confectionery chocolate, donut 34
total 304

Table 1: Content of the knowledge base



breakfast:

 composition:


one-dish-meal: –
shushoku: steamed rice
okazu: –
soup: misosoup
· · ·


amount: small



lunch :

 composition:


one-dish-meal: ramen(noodle soup)
shushoku: –
okazu: –
soup: –
· · ·


amount: large


supper: · · ·



Figure 2: A snapshot of the frame

for each meal (breakfast, lunch, supper) and the
amount of each food. Figure 2 shows a snapshot
of the frame.

The frame is updated each time the user makes
an utterance, based on its language understanding
result. When there is food or drink in the under-
standing result, the system needs to know its group
so that it can fill the appropriate slot of the frame.
For example, when the user says he/she had steak
for supper, the system needs to know if it is an
okazu(main or side dish) so that it can fill the
“okazu” slot of the “composition” slot of the “sup-
per” slot. This is done using the food list in each
food group in the knowledge base. If the food is
not in the food and drink list, the system estimates
its food group and requests confirmation from the
user as will be explained in Section 4.4. Slot val-
ues can be a set of food and drink. So if the user
says he/she had a steak and a salad, theokazuslot
value is the set of “steak” and “salad”.

The system-utterance selection is done with
manually written rules. The system asks what the
user ate and drank in order. This is because in
human-human dialogues we collected in advance,
participants asked what the other participant had
in a particular order. In addition the system asks
the user brief descriptions of the food, and then
asks the composition in detail. For example, when

asking about breakfast, the system asks first “what
did you have for breakfast?” and then asks de-
tailed questions such as “what else did you have?”
and “what did you have forshushoku?” When the
frame satisfies conditions for each meal (breakfast,
lunch, and supper), the system moves to asking
about the next meal, and then finishes after obtain-
ing information about all meals. In this process,
constraints on slot values are considered; for ex-
ample, if theone-dish-mealslot value is not empty,
the system does not ask aboutshushoku, because
people do not tend to have both one-dish meals
andshushokuin one meal. The system’s questions
are not always the same; they are randomly chosen
from a variety of candidate expressions.

This frame representation is not perfect in that
it cannot represent meal compositions that are not
typical for Japanese users. Some users may have
more than three meals in one day. Augmenting the
system to deal with a variety of meal composition
is among our future work.

Even if the system cannot understand the user’s
answer perfectly, the system moves the dialogue
forward so that the dialogue does not get stuck.

4.4 Acquiring Food Groups

When the recognized food is not in the database,
to estimate its group, we used a method proposed
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S: What did you have for breakfast?
U: I hadnatto-gohan(steamed rice with fermented

soybeans).
S: Isnatto-gohananokazuor shushoku?
U: It’s a shushoku.

Figure 3: Example dialogue for food group acqui-
sition

by Otsuka et al. (2013). Although they used both
a model trained from a food database and Web
search results, we only used the former. It esti-
mates the group of the food as one of the seven
groups in Table 1 and asks a question such as “Is
osuimono(Japanese broth soup) soup?”. This is
done by logistic regression, which uses the bag of
words, unigram and bigram of characters as fea-
tures, the type of characters used in Japanese (hi-
ragana, katakana, Chinese characters, and alpha-
bet). The amount of training data consists of 863
expressions.

The system does not always ask back to the user
only the top estimation result. It sometimes gen-
eratesn-ary questions usingn-best estimation re-
sults. For example, a binary question “Is sweet
roll a confectionery or a one-dish meal?” can be
asked. This is because the top estimation result
is not always correct. In addition,n-ary questions
are sometimes easy to understand because the user
does not know the list of food groups in advance
and he/she may not understand whatshushokure-
ally means. How many candidates are used in the
question is decided based on posterior probabili-
ties but we omit the detailed explanation because
it is not really related to the main topic of this pa-
per.

The dialogue management for acquiring the
group of a food is performed separately from the
management for interview dialogues; that is, when
the food name that the user says is not in the
database, the control moves to the food group ac-
quisition dialogue managers, and after obtaining
the food group, the control moves back to the in-
terview dialogue manager. Figure 3 shows a trans-
lation of an example food group acquisition dia-
logue.

4.5 Generating Small Talk Utterances

Small talk utterances are selected from a prede-
fined list based on the type and the content of the
preceding user utterance. When the user utterance
is affirmative, negative utterances are avoided as

Type #
showing empathy 26
telling impression of that the amount is large 22
telling impression of that the amount is small 50
asking a question 6
self-disclosure 2
backchannel 6
telling impression of the user’s negative answer 7
reaction to individual food 323
Total 442

Table 2: The number of small talk utterance can-
didates for each type

candidates for small talk utterances. For example,
the following utterances can be chosen.

It’s my favorite food! (self-disclosure)
Great! (showing empathy)
Is it tasty? (asking a question)

When the user utterance is negative, utterances
showing impression of the user’s negative answer,
such as ”It lowers my spirit...”, “Let’s go to eat
something you like!” are selected.

In addition, when a specific food is included in
the preceding user utterance, small talk utterances
corresponding to the food are chosen. For exam-
ple, if the user utterance includes “tiramisu”, ut-
terances such as “Tiramisu means ‘cheer me up’
in Italian.” can be chosen.

When the amount of a meal is mentioned by
the user, a small talk utterance showing an impres-
sion of the amount is chosen. For example, if the
user says that the amount is large (e.g., “I ate too
much”), an utterance such as “Please be careful
about your health!” is chosen.

We constructed the predefined list of small talk
utterances by asking our colleagues and 100 peo-
ple recruited through a crowdsourcing site to list
them, obtaining 442 utterances in total. The num-
ber of utterances for each type is shown in Table 2.

4.6 Response Selection

The response selection module needs to select one
utterance from many candidates for questions and
small talk utterances. Although learning a strategy
for selecting appropriate system utterances from
a corpus is among our future work, the current
system adopts a very simple heuristic rule. First
it decides if it asks questions or generates small
talk utterances. If the number of small talk utter-
ances generated after the previous system question
is smaller thanN , which is set in advance, it gen-
erates a small talk utterance, and otherwise it asks
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N = 0 (no small talk utterances)

S: What did you have for lunch?
U: I had okonomiyaki (Japanese pancake) for

lunch.
S: Did you have any other food for lunch?
U: No, I didn’t have any other food.
S: How much did you have for lunch yesterday?
U: I had only a small amount.

N = 1 (one small talk utterance)

S: What did you have for breakfast yesterday?
U: Shoku-pan(sliced bread) and corn soup.
S: Those are good!
U: I agree.
S: What else did you have for breakfast yesterday?

N = 3 (three small talk utterances)

S: What did you have for lunch yesterday?
U: I had a Hamburg steak.
S: You had a Hamburg steak, did you?
U: Yes, it was a Hamburg steak.
S: Do you like Hamburg steaks?
U: Yes, I like them very much.
S: Actually I had a Hamburg steak.
U: Really? Was it tasty?
S: What else did you have for lunch yesterday?

Figure 4: Example dialogues
(S means the system and U means the user)

Favored condition Frequency
NO 67
ONE 46
TWO 107
THREE 270
TWO-CONSECUTIVE 65
THREE-CONSECUTIVE 45
Total 600

Table 3: Result of questionnaire survey on the
number of small talk utterances

a question. Small talk utterances are randomly se-
lected from the candidates but repeating the same
small talk utterance within theN turns is avoided.

4.7 Example Dialogues

Figure 4 shows translations of example dialogues
collected in the user study to be described in Sec-
tion 5 with N being zero (no small talk utter-
ances), one, and three. A longer example can be
found in the appendix.

5 User Study

To investigate the effectiveness of the small talk
utterances, we conducted a user study.

5.1 Compared Conditions

In this user study, to evaluate the effectiveness of
generating small talk utterances, we compared the

following three conditions:

NO-STU: The system does not generate any
small talk utterances (N = 0 in Section 4.6.
This is the baseline condition),

1-STU: The system generates one small talk ut-
terance after the user replies to the system
question for diet recording (N = 1), and

3-STU: The system generates three small talk ut-
terances (three turns) after the user replies to
the system question for diet recording (N =
3).

We have chosen these for the following rea-
son. First, we conducted a preliminary question-
naire survey to 100 people via crowdsourcing.
We showed each participant six sets of dialogues.
Each set includes six dialogues each of which has
one system question, the user’s reply, one of the
following, and another system question:

NO: nothing,

ONE: small talk containing one system turn,

TWO: small talk containing two system turns,

THREE: small talk containing three system turns,

TWO-CONSECUTIVE: one system turn having
two consecutive small talk utterances and the
user’s reaction, and

THREE-CONSECUTIVE: one system turn having
three consecutive small talk utterances and
the user’s reaction.

These dialogues were created by the authors based
on the functionality of the implemented interview
dialogue system. Each participant is asked which
he/she likes the best among the six dialogues for
each set. Table 3 shows the result. We found the
participants liked THREE best.

We also found, however, increasing the number
of small talk utterances does not give a better im-
pression to the participants in the trial use of the
system. This is probably because the second and
third small talk utterances need to react to the user
responses to the first small talk utterance and it is
difficult to generate utterances appropriate in the
context. On the contrary, the dialogues we showed
in the above questionnaire survey did not include
any inappropriate utterances, thus the participant
must have chosen THREE.
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ID Adjective pair
Q1 system responses

are meaningful
↔ system responses

are meaningless
Q2 fun ↔ not fun
Q3 natural ↔ unnatural
Q4 warm ↔ cold
Q5 want to talk to the

system again
↔ don’t want to talk to

the system again
Q6 lively ↔ not lively
Q7 simple ↔ complicated

Table 4: Survey items

We therefore used 1-STU in addition to 3-STU
in the user study. We also used NO-STU which
was dealt with as the baseline.

5.2 Experimental Method

We asked 100 participants recruited through a
crowdsourcing site to evaluate the system with dif-
ferent conditions after engaging in the dialogues.
We did not collect their personal profiles such as
gender and age. The participants accessed the di-
alogue server to engage in dialogues with the sys-
tem with the three conditions. The order of the
conditions was random. The participants were
asked to evaluate the dialogue by rating seven
items on a 5-point Likert-scale after finishing the
dialogue with the system with each condition. The
system finished the dialogue if the number of turns
reached 33. For a technical reason, the maximum
number of system turns of the dialogue is 34.

When analyzing the evaluation data, we ex-
cluded those of eight participants whose dialogues
were interrupted due to system problems and who
repeated the same utterances many times. The av-
erage number of system turns in the dialogues with
the NO-STU system, the 1-STU system, and the
3-STU system were respectively 16.5, 23.4, and
30.8.

5.3 Language Understanding Performance

We first evaluated the performance of the language
understanding module. We randomly extracted
1,000 user utterances and their understanding re-
sults from the collected dialogue logs. We found
that the utterance types of the91.7% of utterances
are correctly classified and the semantic contents
from the84.8% of utterances were perfectly ex-
tracted.

We also evaluated food group estimation by in-
vestigating randomly chosen 200 food group ac-
quisition dialogues. The accuracy of the food
group estimation was84.0%, when we consider

the estimation result is correct if one of the candi-
dates the system provided to the user was correct.

5.4 User Impressions

Figure 5 shows the user evaluation results. First,
for “simplicity”, NO-STU is the best, followed by
1-STU. This is reasonable because the total num-
ber of turns becomes smaller when a lower number
of small talk utterances are generated.

As for the remaining survey items, we found the
1-STU got significantly higher scores for “fun”,
“warmth” “want-to-talk-again” and “liveliness”
than NO-STU. In addition it is not worse than NO-
STU for the other items. This shows small talk
utterances improve the impressions of the system.

However, scores of 3-STU are better than those
of NO-STU only for “warmth” and “liveliness”
and not better than for any items than 1-STU, In
addition the “naturalness” scores of 3-STU are
significantly lower than those of NO-STU and 1-
STU. We discuss this below.

5.5 Discussion

The scores for 3-STU are not good probably be-
cause, as we already discussed in Section 5.1, in-
creasing the number of small talk utterances raises
the possibility of generating unnatural system ut-
terances. We confirmed this by manually investi-
gating the frequency of inappropriate small talk ut-
terances. We randomly chose five participants and
checked their dialogue in 3-STU, and intuitively
judged if the small talk utterances are inappropri-
ate considering both the utterance content and the
dialogue context. We found that 27 out of 33 first
system utterances in the small talk (82%) were ap-
propriate, but that only 18 of 32 (56%) second ut-
terances and 8 of 29 (28%) third utterances were
appropriate. We guess this is why 3-STU gives a
worse impression to the participants.

We found that the participants are split into two
groups depending on the scores for “naturalness”
and “liveliness” as shown in Figure 6. Although
we have not figured out the exact cause of this,
we suspect this is because the expectations of the
participants to the ability of the system are dif-
ferent. By looking at the free-form descriptions
of impressions of the participants, the participants
who scored low in “naturalness” wrote impres-
sions such as “not interesting” and “can’t respond
well”, but the participants who scored high wrote
impressions such as “It’s fun to think how to speak
in order to be understood by the system” and “It’s
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Figure 5: Averages and standard deviations (shown as error bars) of user evaluations on the system. The
statistical significances are evaluated using Wilcoxon signed-rank tests.
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fun to chat with the robot”2. That is, those who
scored high in “naturalness” did not seem to have
high expectations in the ability of the dialogue sys-
tem. Based on this observation, finding a method
for decreasing user expectations is expected to be
effective to improve their impressions.

2The chat display shows an illustration of a robot.

6 Concluding Remarks

Interviewing is one of the promising applica-
tions of dialogue systems technology although not
many studies have been conducted so far. This
paper proposed to generate small talk utterances
to improve user impressions of interview dialogue
systems. Based on the proposal, we implemented
a Japanese text-based interview dialogue system
for diet recording.

The results of a user study showed that small
talk utterances give a better impression to users but
suggested that generating too many small talk ut-
terances increases the possibility of generating un-
natural utterances, making the users’ impressions
worse.

The user study presented in this paper was based
on crowdsourcing. So there can be bias in user at-
tributes such as gender and age. In addition, al-
though our long-term goal is to build interview di-
alogue systems that users are willing to repeatedly
use, the participants used the system only once in
the user study. We are planning to conduct another
user study to investigate how generating small talk
utterances affects the continuous use of the system
by recruiting a variety of participants.

The current system uses a fixed number of small
talk utterances. We are planning to incorporate
a strategy for flexibility selecting utterances from
candidates for questions and small talk utterances
depending on the context and user reactions. Such
a strategy will be learned from the corpus that
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we collected in the user study described in Sec-
tion 5. Furthermore, taking a deep-learning-based
approach to utterance selection (Lowe et al., 2015)
is one possibility if we can obtain enough training
data.

Finally, we plan to investigate how well the re-
sults of this study can be applied to interview dia-
logue systems in other domains.
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Appendix: An Example Dialogue of the
1-STU system

Agent Translation Original utterance in Japanese∗

S: Let me start an interview. What did you have
for breakfast yesterday?

Kore kara intabŷu o hajime masu; Kin̂o no asa
wa nani o tabe mashita ka?

U: I had cereal. Siriaru desu
S: I want to eat it, too. Watashi mo tabe tai desu
U: You do. Sô desu ka
S: What else did you have for breakfast yesterday? Kinô no cĥoshoku de hoka ni nani o tabe

mashita?
U: I didn’t have any other food. Tabete nai desu
S: How much did you have for breakfast yester-

day?
Kinô no cĥoshoku wa dore kurai tabe mashita
ka?

U: I had a normal amount. Futŝuryô desu
S: How much do you think you had for breakfast

yesterday?
Kinô no cĥoshoku no rŷo wa dore kurai datta to
omoi masu ka?

U: A normal amount. Futŝu desu
S: Sorry, I couldn’t understand the answer. Please

type in just “yes”. [This request is for moving
the dialogue forward.]

Sumimasen. Konôotô wa ninshiki deki masen
deshita; Hai to dake nyûryoku shite kudasai.

U: Yes. Hai
S: What did you have for lunch yesterday? Kinô no cĥushoku, nani o meshiagari mashita?
U: I hadyakisoba(Japanese stir-fried noodles). Yakisoba desu
S: Isyakisobaa one-dish meal? Yakisoba wa ippin mono desu ka?
U: Yes. Hai
S: Well, you hadyakisoba. Hê yakisoba dattan desu ne
U: Yes, I did. Sôdesu yo
S: What else did you have for lunch yesterday? Kinô no cĥushoku de hoka ni meshiagatta mono

wa ari masu ka?
U: Nothing. Nai desu
S: How much do you think you had for lunch yes-

terday?
Kinô no chushoku no rŷo wa dorekurai datta to
omoi masu ka?

U: A proper amount. Teki ryô desu
S: Can you tell me what you had for supper yes-

terday?
Kinô no ŷushoku ni tabeta mono o oshiete ku-
dasai

U: I had curry and rice Karê desu
S: I want to eat it! Tabe tai desu!
U: I see! Sokka!
S: What else did you have for supper yesterday? Kinô no ŷushoku de kar̂e igai ni meshiagatta

mono wa ari masu ka?
U: Nothing. Naidesu
S: Did you have a lot for supper yesterday? Kinô no ŷushoku wa gattsuri tabe mashita ka?
U: A lot. [Semantic content extraction failed.] Gattsuri desu
S: How much did you have? Dorekurai tabemashita ka?
U: A lot. Gattsuri desu
S: This interview is finished. Thank you. Kono intabŷu wa sĥuryô desu. Arigat̂o goza-

imasu
∗ Note that the user and the system used Japanese characters for interaction.
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