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Abstract

For estimating the Interaction Quality (IQ) in Spoken Dialogue Systems (SDS), the dialogue history is of significant importance. Previous works included this information manually in the form of precomputed temporal features into the classification process. Here, we employ a deep learning architecture based on Long Short-Term Memories (LSTM) to extract this information automatically from the data, thus estimating IQ solely by using current exchange features. We show that it is thereby possible to achieve competitive results as in a scenario where manually optimized temporal features have been included.

1 Introduction

The increasing complexity of Spoken Dialogue Systems (SDS) and the requirements that come with this progress made automatized recognition and modeling of user states crucial to ensure natural and user adaptive interaction. User Satisfaction (US) is one important part of such a state. On the dialogue level (i.e. after the interaction is complete), it provides a measure for the interaction and allows to compare different SDS (Walker et al., 1997) or to learn appropriate dialogue strategies (Walker, 2000; Ultes et al., 2017a). However, if US is available in each turn, it can also be used for user adaptation (Ultes et al., 2011, 2012, 2016, 2014a).

In the scope of this work we focus on the Interaction Quality (IQ) as a turn-wise approach to US and propose a deep learning architecture to estimate it solely using exchange parameters¹. In doing so, we show that with the proposed approach, manually optimized, pre-computed temporal information (as employed in previous work) is no longer required.

Diverse approaches for estimating the US were already proposed, including n-gram models (Hara et al., 2010) and Hidden Markov Models (Higashinaka et al., 2010a; Engelbrech et al., 2009) in different scenarios. Although the results were above the random baseline, the respective improvement was only minor. As it was discussed by Higashinaka et al. (2010b), one difficulty of this task lies in the subjective nature of US since it depends on the appreciation of the user.

IQ is a more objective approach to US that relies on the rating of experts instead of users (Schmitt and Ultes, 2015) and thus closes the gap between subjective valuation and objective criteria. The respective rating is given on a scale between 1 (extremely unsatisfied) and five (satisfied) after listening to audio records of the dialogue in question. A detailed study on the correlation between the IQ and a measure of the real US was provided by Ultes et al. (2013) and various approaches including Hidden Markov Models (Ultes et al., 2014b; Ultes and Minker, 2014), Support Vector Machines (Schmitt et al., 2011; Ultes and Minker, 2013), Ordinal Regression (El Asri et al., 2014) and Recurrent Neural Networks (Pragst et al., 2017) have been employed to estimate the IQ from exchange parameters. Although the results show a significant improvement to alternative approaches, the classification relies in each case on precomputed features modeling the dialogue history (so called temporal features).

Despite the good results, using temporal features requires insight into the correlations between the dialogue history and the IQ score as the time-span covered by the temporal information significantly influences the outcome (Ultes et al., 2017b). The required knowledge about this correlation is

¹An exchange is a system turn followed by a user turn.
usually not accessible and likely to be domain dependent thus rendering the respective approaches inflexible. In contrast, we employ a deep learning classifier to extract the required temporal information automatically and show that in doing so it is possible to achieve competitive results by only using exchange level parameters. In addition, we show that findings of previous works regarding the optimal amount of temporal information to be included may be retrieved in our approach by slightly varying the input sequences. Finally, the usability of our proposed architecture in real-life scenarios is discussed by looking at the percentage of usable IQ guesses.

The remainder of this paper is as follows: In Section 2 we discuss the LSTM based neural network architecture followed by a discussion of the employed data in Section 3. Section 4 presents the experiments and results and we close with a brief conclusion and outlook in Section 5.

2 LSTM-based Interaction Quality Estimation

Recurrent Neural Networks (RNN) include temporal correlations in the data into the classification process and are thus suitable for sequential tasks such as the one at hand. However, common approaches have shown to be inefficient in learning long-term dependencies (Bengio et al., 1994) due to a vanishing (or exploding) gradient. To tackle this problem, Hochreiter et al. (1997) introduced an architecture, called Long Short-Term Memory (LSTM) that allows to preserve temporal information, even if the correlated events are separated by a longer time. Since previous works showed that long time correlations are of importance for estimating the IQ, we consider LSTM a suitable approach for the reviewed scenario.

The herein employed architecture is thus built of a LSTM unit, consisting of two stacked LSTM cells, followed by a two-layer perceptron unit with sigmoid activation functions. The latter one is given as

\[ F_{MLP} : y_t \rightarrow (g_2 \circ g_1)(y_t) \]  

(1)

\[ g_i(y_t) = \text{sigm}(W_i^T y_t + b_i) \]  

(2)

where \( W_i \) denotes the weight matrix, \( b_i \) a bias vector and \( \text{sigm} \) the element-wise sigmoid function. A LSTM cell on the other hand can be seen as function

\[ f : x_t, c_{t-1}, h_{t-1} \rightarrow h_t, c_t \]  

(3)

with \( h_t \) the output state, \( c_t \) the internal cell state and \( x_t \) the input of the LSTM at time step \( t \). In a multilayer scenario, the input of a layer is the output of the previous one. A deeper discussion of the LSTM architecture including the respective formulas is provided for example in (Zaremba et al., 2014). The complete LSTM unit can thus be written as a function \( F_{LSTM} \) that processes a given input through two LSTM layers and maps it to an output state \( y_t \). Combining this description with equation 1 yields

\[ z_t = (F_{MLP} \circ \sigma \circ F_{LSTM})(x_t) \]  

(4)

for the whole net with \( z_t \) the final IQ mapping of the input and \( \sigma \) the softmax normalization function. In the reviewed scenario, each LSTM layer consisted of 48 nodes whereas the perceptron unit had 48 nodes in the hidden layer and five nodes in the output layer. Therefore, the two LSTM layers are employed to extract the temporal information whereas the following perceptron layers serve as classifier that maps the output of the LSTM unit to the respective IQ scale. The whole net is depicted in Figure 1 and was implemented using Google’s Tensorflow library (Abadi et al., 2016). Optimization was done by use of the Adaptive Gradient Algorithm (Duchi et al., 2011).

3 The LEGO Corpus

To appropriately compare our results, we employ the LEGO corpus (Schmitt et al., 2012)—the same corpus as the authors of previous work. It is based on the “Let’s Go Bus Information System” of the Carnegie Mellon university in Pittsburg (Raux et al., 2006) and consists of 200 dialogues including 4884 system-user exchanges. Each exchange was assigned with features from three instances of
the SDS, namely the Automatic Speech Recognition (ASR), Natural Language Understanding (NLU) and the Dialogue Manager (DM). Furthermore, the corpus was annotated with an IQ rating by three experts following specific guidelines to achieve an objective measure (Schmitt et al., 2011). In doing so, an inter-annotator agreement of \( \kappa = 0.54 \) was achieved. For the final IQ score, the median of all three ratings was taken. To include temporal features into the corpus, three different interaction levels that are depicted in Figure 2 were considered:

- The exchange level contains all features regarding the current system-user exchange.
- The window level includes counts and means of numerical exchange level features from the previous \( n \) exchanges, where \( n \) is referred to as window size.
- The dialogue level contains counts and means of numerical exchange level features from all previous exchanges.

The term temporal features thus refers to features of the window and dialogue level. The influence of these two additional levels as well as the choice of \( n \) on the automatized estimation of the IQ were studied (Ultes et al., 2017b) and serve as a baseline for this work.

4 Experiments and Results

In this section we discuss the results of the employed classifier in estimating the IQ for the annotated LEGO corpus. To distinguish the contribution of the parameters derived from different SDS instances to the IQ, three feature sets were employed that consisted of features assigned to the ASR, the DM and both:

**ASR:**
- ASRRecognitionStatus (string, status of the ASR), 
- Modality (string, input modality of the user, either speech or dtmf), 
- ExMo (string, expected modality of the user input, either speech, dimf, both or none), 
- ASRConfidence (float, confidence score of the ASR), 
- Barged-In? (boolean, true if system was interrupted by the user), 
- UnExMo? (boolean, true if the actual input modality did not match the expected one), 
- WPUT (integer, words per user turn), 
- UTD (float, utterance turn duration)

**DM:**
- ActivityType (string, type of activity), 
- RoleName (string, function of the system turn), 
- RePromt? (boolean, true if the current turn is a reprompt), 
- WPST (integer, words per system turn), 
- DD (float, dialogue duration), 
- RoleIndex (integer, tries necessary to get a desired response from the user)

Parameters that are either constant or task-related were discarded, including the two features from the NLU. To represent all parameters as a numerical input vector, non-numerical features were encoded in a one-hot vector. As in previous work, we used 10-fold cross validation to evaluate the outcomes. The results are compared in terms of Unweighted Average Recall\(^2\) (UAR), Cohen’s (linearly weighted) Kappa (Cohen, 1968) and Spearman’s Rho (Spearman, 1904) to the ones achieved by Ultes et al. (2017b) with the best window size \( n = 9 \), the full feature set and a Support Vector Machine (SVM). Our results as well as the baseline value are shown in Table 1. For all three measures, the results with the full feature set are competitive to the baseline. Whereas the UAR is slightly below the reference value, \( \kappa \) and \( \rho \) show a small improvement. The results for the two subsets are visibly below the baseline for both UAR and \( \kappa \) whereas the DM value of \( \rho \) equals the respective reference value. Moreover, the DM features yield better results than the ASR features and thus contribute more to the overall IQ value,

\(^2\)The arithmetic average of all class-wise recalls.
Table 1: The results of the LSTM approach in comparison to the SVM baseline (Ultes et al., 2017b), including the number of handcrafted temporal features in use (#TF) for each scenario.

<table>
<thead>
<tr>
<th></th>
<th>#TF</th>
<th>UAR</th>
<th>(\kappa)</th>
<th>(\rho)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM ASR+DM</td>
<td>0</td>
<td>0.548</td>
<td>0.684</td>
<td>0.832</td>
</tr>
<tr>
<td>LSTM ASR</td>
<td>0</td>
<td>0.502</td>
<td>0.636</td>
<td>0.796</td>
</tr>
<tr>
<td>LSTM DM</td>
<td>0</td>
<td>0.516</td>
<td>0.654</td>
<td>0.812</td>
</tr>
<tr>
<td>SVM ASR+DM</td>
<td>25</td>
<td>0.549</td>
<td>0.679</td>
<td>0.812</td>
</tr>
</tbody>
</table>

which is in line with the outcomes of previous work (Ultes et al., 2015). It is stressed that none of the feature sets employed for the LSTM uses handcrafted temporal features nor needs them. Thus, we conclude that our approach is indeed capable of extracting the required temporal information automatically.

In addition, we investigate the temporal information extracted by the trained classifier by measuring the impact of one system-user exchange on following estimates. This allows a comparison of the extracted information in the herein discussed scenario with the manually set window size in previous work. To this end, we replaced the input vector of the second system-user exchange \(e_2\) in each dialogue \(D_i = (e_1^i, e_2^i, ..., e_L^i)\) of the corpus \(\{D_1, ..., D_M\}\) by the input associated with one out of 20 randomly picked exchanges \(e_j^i\) (\(j \in \{1, ..., M\}\)) with assigned IQ value of 1. The modified dialogues

\[
\tilde{D}_i = (e_1^i, e_j^i, ..., e_L^i)
\]

were then fed through a trained model of the 10-fold cross validation and the results were compared to the ones achieved with the original data by computing the sum of the absolute errors of each class. This was repeated for all 20 random picks and all 10 models (we employed different random picks for each model). The mean of this error over all dialogues, all trained models and all random picks for the replaced exchange was determined and is shown as a function of the system-user exchange number in Figure 3. This error indicates the impact one exchange has on the IQ estimate of following exchanges. We see that from exchange number 9 to exchange number 12 the error clearly decreases. A comparison with the referenced work shows that this drop is in the same range as the optimal window size \(n = 9\) (that would correspond to exchange number 11).

Figure 3: Mean error caused by the replacement of the second system-user exchange by a random picked exchange as a function of the exchange number.

Therefore the impact of the exchange in question is decreased in the same range as in a scenario were this impact is controlled manually. This indicates that similar temporal information that was employed therein is automatically extracted by our architecture.

In many classification scenarios, the classes are not ordered which means that in the case of a wrong guess it is irrelevant which class was chosen. However, as the IQ is an ordered scale, the distance of the wrong guess to the real class is of interest, especially in view of the application. We therefore compute the amount of guesses in which the classification was wrong only by one point (e.g. an instant of IQ 1 classified as IQ 2 or vice versa). This percentage \(\delta\) can be derived directly from the confusion matrix \(C\) as

\[
\delta = \frac{1}{N} \left( \sum_{k=1}^{K-1} C_{k,k+1} + \sum_{k=2}^{K} C_{k,k-1} \right)
\]

with \(N\) the number of total entries of \(C\) and \(K\) the number of classes, i.e. the dimension of \(C\). Adding this value to the Accuracy (ACC) gives a percentage of usable guesses of the classifier. The results for the architecture used in this work and the best feature set (ASR + DM) are ACC=0.57 and \(\delta=0.37\), resulting in a sum of 0.94. In other words, considering a real-life scenario, 94% of the classifiers guesses could be used, for example for user adaptation. Again, these results are compared to the ones achieved with a SVM and the setup of (Ultes et al., 2017b) with a sum of 0.91. Evidently, the deep learning classifier outperforms the SVM approach in this metric.

5 Conclusion and Outlook

In this work, we investigated the estimation of the IQ with a deep learning classifier by only using ex-
change level parameters. It was shown that by use of the presented architecture, precomputed temporal features are no longer required and the IQ can be estimated with an UAR of 0.548. The results are competitive to the ones achieved with a SVM classifier and the whole feature set in earlier work. In addition, we compared the temporal information extracted by the classifier with the optimal window size from previous work and showed that our results match previous findings. Finally, the usability of the employed classifier in applications was discussed by computing the percentage of usable guesses in such a case. The result of 94% is below the outcome of the 0.91 achieved with the SVM and a complete feature set. Moreover, since our approach does not require any domain dependent information, it is much more flexible.

It is reasonable to assume that the difficulty of estimating the interaction quality and the amount of temporal information that is required rely on the complexity of the system and the interaction. Although the herein presented slot filling dialogue is comparatively basic, the IQ is influenced not only by technical aspects (e.g., the quality of the speech recognition) but also by the ability of the system to react appropriately. This influence is even stronger in more advanced tasks, where the user satisfaction (and thus the IQ as well) may also depend on the ability of the system to appropriately react on the users state including for example emotions and culture. Although this task differs from the one addressed here, we assume the presented architecture to be a good starting point for these scenarios as well due to its above discussed flexibility.

Thus, for future work the performance of this architecture in different scenarios and systems will be of interest, especially in systems were the IQ depends on additional aspects. Moreover, applying the presented architecture to estimate other user states or features used for user adaptation is also in the focus of future work.
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