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Abstract

Discourse Parsing and Sentiment Analy-
sis are two fundamental tasks in Natu-
ral Language Processing that have been
shown to be mutually beneficial. In this
work, we design and compare two Neu-
ral models for jointly learning both tasks.
In the proposed approach, we first create
a vector representation for all the text seg-
ments in the input sentence. Next, we ap-
ply three different Recursive Neural Net
models: one for discourse structure pre-
diction, one for discourse relation predic-
tion and one for sentiment analysis. Fi-
nally, we combine these Neural Nets in
two different joint models: Multi-tasking
and Pre-training. Our results on two stan-
dard corpora indicate that both methods
result in improvements in each task but
Multi-tasking has a bigger impact than
Pre-training. Specifically for Discourse
Parsing, we see improvements in the pre-
diction on the set of contrastive relations.

1 Introduction

This paper focuses on studying two fundamen-
tal NLP tasks, Discourse Parsing and Sentiment
Analysis. The importance of these tasks and
their wide applications (e.g., (Gerani et al., 2014),
(Rosenthal et al., 2014)) has initiated much inter-
est in studying both, but no method yet exists that
can come close to human performance in solving
them.

Discourse parsing is the task of parsing a
piece of text into a tree (called a Discourse Tree),
the leaves of which are typically clauses (called
Elementary Discourse Units or EDUs in short)
and nodes (Discourse Units) represent text spans
that are concatenations of their corresponding sub-

Figure 1: The Discourse Tree of a sentence from
Sentiment Treebank dataset

trees’ text spans 1. Nodes also have labels iden-
tifying discourse relationships (“contrast”, “evi-
dence”, etc.) between their corresponding sub-
trees. The relation also specifies nucliearity of the
children. Nuclei are the core parts of the relation
and Satellites are the supportive ones.

A Relation can take one of the following
forms: (1) Satellite-Nucleus: First Discourse Unit
is Satellite and second Discourse Unit is Nu-
cleus. (2) Nucleus-Satellite: First Discourse Unit
is Nucleus and second Discourse Unit is Satel-
lite. (3) Nucleus-Nucleus: Both Discourse Units
are Nuclei. In this approach relation identifica-
tion and nuclearity assignment is done simulta-
neously. Figure 1 shows the Discourse Tree of
a sample sentence. In this sentence, the Dis-
course Unit “There are slow and repetitive parts,”
holds a “Contrast” relationship with “but it has
just enough spice to keep it interesting.”. Further-
more, we can see that the former Discourse Unit is
the satellite of the relation and the later part is the
Nucleus.

Discourse Parsing is such a critical task in NLP
because previous work has shown that information

1A text span is a piece of text consisting of one or more
clauses (or EDUs).
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Figure 2: The Sentiment annotation (over Dis-
course Tree structure) of a sentence from Senti-
ment Treebank dataset

contained in the resulting Discourse Tree can ben-
efit many other NLP tasks including but not re-
stricted to automatic summarization (e.g., (Gerani
et al., 2014), (Marcu and Knight, 2001), (Louis
et al., 2010)), machine translation (e.g., (Meyer
and Popescu-Belis, 2012),(Guzmán et al., 2014))
and question answering (e.g., (Verberne et al.,
2007)). In contrast to traditional syntactic and
semantic parsing, Discourse Parsing can generate
structures that cover not only a single sentence but
also multi-sentential text. However, the focus of
this paper is on sentence level Discourse Parsing,
leaving the study of extensions to multi-sentential
text as future work.

The second fundamental task we consider in
this work is assigning a contextual polarity label
to text (sentiment analysis). Analyzing the over-
all polarity of a sentence is a challenging task due
to the ambiguities that can be introduced by com-
binations of words and phrases. For example in
the movie review excerpt shown in Figure 2, the
phrase “There are slow and repetitive parts” has a
negative sentiment. However when it is combined
with the positive phrase “but it has just enough
spice to keep it interesting”, it results in an overall
positive sentence.

It has been suggested that the information ex-
tracted from Discourse Trees can help with Senti-
ment Analysis (Bhatia et al., 2015) and likewise,
knowing the sentiment of two pieces of text might
help with the identification of discourse relation-
ships between them (Lazaridou et al., 2013). For
instance, taking the sentence in Figure 1 as an ex-
ample, knowing that the two text spans “There
are slow and repetitive parts” and “but it has just
enough spice to keep it interesting” are in a Con-
trast relationship to each other, also signals that
the sentiment of the two text spans is less likely

to be of the same type2. Likewise, knowing that
the sentiment of the former text span is “very
negative”, while the sentiment of the later text
span is “very positive”, helps to narrow down
the choice of discourse relation between these
two text spans to the Contrastive group which
contains relations Contrast, Comparison, Antithe-
sis, Antithesis-e, Consequence-s, Concession and
Problem-Solution.

To the best of our knowledge there is no previ-
ous work that learns both of these tasks in a joint
model, using deep learning architectures. The
main contribution of this paper is to address this
gap by investigating how the two tasks can benefit
from each other at the sentence level within a deep
learning joint model. More specific contributions
include:

(i) The development of three independent recur-
sive neural nets: two for the key sub-tasks
of discourse parsing, namely structure pre-
diction and relation prediction; the third net
for sentiment prediction.

(ii) The design and experimental comparison of
two alternative neural joint models, Multi-
tasking and Pre-training, that have been
shown to be effective in previous work
for combining other tasks in NLP (e.g.,
(Collobert and Weston, 2008),(Erhan et al.,
2010),(Liu et al., 2016a)).

Our results indicate that a joint model performs
better than individual models in either of the tasks
with Multi-tasking outperforming Pre-training.
Upon closer inspection, we also find that the im-
provement of Multi-tasking system in Relation
prediction is mainly for the Contrastive set of rela-
tions, which confirms our hypothesis that knowing
the sentiment of two text spans can help narrow
down the choice of discourse relations that holds
between them.

2 Previous Work

Traditionally, Discourse Parsing and Sentiment
Analysis have been approached by applying ma-
chine learning methods with predetermined, en-
gineered features that were carefully chosen by
studying the properties of the text.

2Contrast can also hold between factual clauses as in [But
from early on, Tigers workers unionized,] and [while Feder-
als never have.] (wsj 1394 from RST-DT).
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Examples of effective sentence level and doc-
ument level Discourse Parsers include CODRA
(Joty et al., 2015) and the parser of (Feng and
Hirst, 2014) . These parsers use organizational,
structural, contextual, lexical and N-gram features
to represent Discourse Units and apply graphical
models for learning and inference (i.e. Condi-
tional Random Fields). The performance of these
parsers critically depends on a careful selection of
informative and relevant features, something that
is instead performed automatically in the neural
models we propose in this paper.

(Nakagawa et al., 2010), (Pang et al., 2008) and
(Rentoumi et al., 2010), approach Sentiment Anal-
ysis using carefully engineered features as well as
polarity rules. The choice of features also plays a
key role in the high performance of these models.

Yet, with the rapid advancements of Neural
Nets, there has been increased interest in applying
them to different NLP tasks. (Socher et al., 2013)
approached the problem of Sentiment Analysis by
recursively assigning sentiment labels to the nodes
of a binarized syntactic parse tree over a sentence.
At each non-leaf node, the Sentiment Neural Net
first creates a distributed embedding for the node
using the embedding of its two children and then
assigns a sentiment label to that node. Their ap-
proach achieves state of the art results. In our
work, we borrow from the same idea of Recursive
Neural Nets to learn the Sentiment labels. How-
ever, the structure over which we learn the Senti-
ment labels is the Discourse Tree of the sentence
as opposed to the syntactic parse tree, with the
goal of testing if Sentiment Analysis can benefit
directly from discourse information within a neu-
ral joint model.

Motivated by Socher’s success on Sentiment
Analysis, (Li et al., 2014) approached the prob-
lem of Discourse Parsing by recursively building
the Discourse Tree using two Neural Nets. A
Structure Neural Net decides whether two nodes
should be connected in the Discourse Tree or not.
If two nodes are determined to be connected by
the Structure Neural Net, a Relation Neural Net
then decides what rhetorical relation should hold
between the two nodes. Their approach also yields
promising results. In terms of representation, the
recursive structure of a Discourse Tree is used to
learn the embedding of each non-leaf node from
its children. For leaf nodes (EDUs), the repre-
sentation is learned recursively using the syntac-

tic parse tree of the node. One problem with their
work is that it is unclear how they combine the la-
beled Discourse Structure Tree with the unlabeled
syntactic parse trees to learn the vector represen-
tations for the text spans.

(Bhatia et al., 2015) trained a Recursive Neu-
ral Network for Sentiment Analysis over a Dis-
course Tree and showed that the information ex-
tracted from the Discourse Tree can be helpful for
determining the Sentiment at document level. In
their work however, they did not attempt to learn
a distributed representation for the sub-document
units. To represent EDUs, they used the bag-of-
words features. For our work, we not only ap-
ply a Recurrent Neural Net approach to learn em-
beddings for the EDUs, but we also jointly learn
models for the two tasks, instead of simply feed-
ing a pre-computed discourse structure in a neural
model for sentiment.

Learning text embeddings is a fundamental
step in using Neural Nets for NLP tasks. An em-
bedding is a fixed dimensional representation of
the data (text) without the use of handpicked fea-
tures. As words are the building blocks of text,
previous studies have created fixed dimensional
vector representations for words (Mikolov et al.,
2013) that capture syntactic and semantic proper-
ties of the words. However, creating meaningful
fixed dimensional vector representations for text
spans is an ongoing challenge.

Both (Socher et al., 2013) and (Li et al., 2014)
learn the embedding of a text span in a recursive
manner, given a binary tree over the text span with
leaves being the words. The embedding of a par-
ent is computed from the embedding of its two
children using a non-linear projection. The em-
bedding is then used for training the task under
study (Sentiment Analysis and Discourse Parsing
respectively) and updated according to how useful
it was for the task.

Recently Recurrent Neural Nets (RNNs) have
become a more popular alternative for learning the
embedding of a sentence (Kiros et al., 2015). In
this setting, an encoder RNN encodes a sentence
into a fixed vector representation that is then used
by a decoder RNN to predict the following and
preceding sentences and based on how good the
predictions were, updates both the decoder and en-
coder RNNs. Once training is done, the encoder
RNN can be used to create an embedding for any
text span. In this paper, we have used the encoder
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RNN to represent our EDUs, but we further com-
press the resulting embeddings with a neural based
compressor to limit the number of parameters.

When training a neural model, the weights are
usually initialized with random numbers taken
from a uniform distribution. However, in their
work, (Erhan et al., 2010) argue that Pre-training
a neural model results in better generalization and
can enhance the performance of the model. More
recently, this general idea has been successfully
applied in several scenarios (e.g., (Chung et al.,
2015), (Seyyedsalehi and Seyyedsalehi, 2015) ).
In our work, we use the trained weights of one
neural model (e.g. sentiment) as an initialization
form for another task (e.g. discourse structure) to
see if the features learned for one can be helpful
for the other.

Neural Multi-tasking was originally proposed
by (Collobert and Weston, 2008), who experi-
mented with the technique using deep convolu-
tional neural networks. In essence, the basic idea
is that a network is alternatively trained with in-
stances for different tasks, so that the network
is learning to perform all these tasks jointly. In
(Collobert and Weston, 2008) a model is trained
to perform a variety of predictions on a given
sentence, including part-of-speech tags, chunks,
named entity tags, semantic roles, semantically
similar words and the likelihood that the sen-
tence makes sense using a language model. They
showed that multitasking using a neural net struc-
ture can improve the generalization of the shared
tasks and result in better performance. Following
up on this initial success, many researchers have
applied the neural multi-tasking strategy to sev-
eral tasks, including very recent work in vision
(Kaneko et al., 2016) and NLP (e.g., text classi-
fication (Liu et al., 2016a) and the classification of
implicit discourse relations (Liu et al., 2016b)).

3 Corpora

For the task of Discourse Parsing, we use RST-
DT ((Carlson and Marcu, 2001), (Carlson et al.,
2002)). This dataset contains 385 documents
along with their fully labeled Discourse Trees.
The annotation is based on the Rhetorical Struc-
ture Theory (RST), a popular theory of discourse
originally proposed in (Mann and Thompson,
1988). All the documents in RST-DT were cho-
sen from Wall Street Journal news articles taken
from the Penn Treebank corpus (Marcus et al.,

1993). Since we are focusing only on sentence-
level discourse parsing, the documents as well as
their Discourse Trees were first preprocessed to
extract the sentences and sentence-level Discourse
Trees. The sentence-level Discourse Trees were
extracted from the document-level Discourse Tree
by finding the sub-tree that exactly spans over the
sentence. This resulted in a dataset of 6846 sen-
tences with well-formed Discourse Trees, out of
which 2239 sentences had only one EDU. Since
sentences with only one EDU have trivial Dis-
course Trees, these sentences were excluded from
our dataset, leaving a total of 4607 sentences.

For the task of Sentiment Analysis, we use the
Sentiment Treebank (Socher et al., 2013). This
dataset consists of 11855 sentences along with
their syntactic parse trees annotated with senti-
ment labels at each node. For this work, since our
models label sentiment over a Discourse Tree, we
had to preprocess the Sentiment Treebank in the
following way. For each sentence in the dataset,
a Discourse Tree was created using (Joty et al.,
2015). Next, for each node of the discourse tree,
a sentiment label was extracted from the corre-
sponding labeled syntactic tree by finding a sub-
tree that exactly (or almost exactly 3) matches the
text span represented by the node in the discourse
tree.

4 Proposed Joint Model

Our framework consists of three main sub parts.
Given a segmented sentence, the first step is to cre-
ate meaningful vector representations for all the
EDUs. Next, we devise three different Recursive
Neural Net models, each designed for one of dis-
course structure prediction, discourse relation pre-
diction and sentiment analysis. Finally, we join
these Neural Nets in two different ways: Multi-
tasking and Pre-training. Below, we discuss each
of these steps in more detail.

4.1 Learning Text Embeddings

One of the most challenging aspects of designing
effective Neural Nets is to have meaningful repre-
sentations for the inputs. Our inputs to the Neural
Nets are text spans consisting of multiple words.
Initially, we considered directly applying the Skip-

3Exact match was not possible when the syntactic and the
discourse structures were not fully aligned, which happened
in 31.9% of the instances. In this case, an approximation of
the sentiment was computed by considering the sentiment of
the two closest subsuming and subsumed syntactic sub-trees.
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Figure 3: The Sentiment Neural Compressor

thought framework (Kiros et al., 2015) to each text
span to get a generic vector representations for
them, since the original Skip-thought vectors were
shown in (Kiros et al., 2015) to be useful for many
NLP tasks. However, given the size of our datasets
(only in the thousands of instances), it was clear
that using 4800-dimensional Skip-thought would
have created an over-parametrized network prone
to over-fitting. Based on this observation, in or-
der to simultaneously reduce the dimensionality
and to produce vectors that are meaningful for
our tasks, we devised a compression mechanism
that takes in the Skip-thought produced vectors
and compresses them using a Neural Net. Figures
4 and 3 show the structure of these compressors
for our two different tasks. Each compressor is
learned on the training set used for that task.

The sentiment neural compressor (Figure 3)
takes as input, the skip-thought produced vector
representations for all phrases in the Sentiment
Treebank. For example, consider a phrase i with
skip-thought produced vector Pi ∈ R4800. The
Sentiment Neural Compressor learns compressed
vector P ′i ∈ Rd through

P ′i = f(W.Pi) (1)

where f is a non-linear activation function such as
relu and W ∈ Rd×4800 is the matrix of weights.
This Neural Net uses the sentiment of phrase i for
supervised learning of the weights.

Similarly, the Discourse Parsing neural com-
pressor (Figure 4) takes the skip-thought produced
vector representations for two EDUs ei, ej and
learns the compressed vectors e′i and e′j , each with
d dimensions where

e′i = f(W1.ei)
e′j = f(W1.ej)

(2)

Figure 4: The Discourse Neural Compressor

where f is again a non-linear activation func-
tion such as relu and W1 ∈ Rd×4800 is the matrix
of weights. Note that the same set of weights are
used for both EDUs because we are looking for a
unique set of weights to compress an EDU.

4.2 Neural Net Models

Following (Socher et al., 2013)’s idea of Senti-
ment Analysis using recursive Neural Nets, we de-
signed three Recursive Neural Nets for each task
of Discourse Structure prediction, Discourse Rela-
tion prediction and Sentiment Analysis. All these
three Neural Nets are classifiers.
The Structure Neural Net takes in the compressed
vector representation (∈ Rd) for two Discourse
Units and learns whether they will be connected
in the Discourse Tree (Figure 5). In this process,
it also learns the vector representation for the par-
ent of these two children. So for a parent p with
children cl and cr, the vector representation for the
parent is obtained by:

p = f(Wstr[cl, cr] + bstr) (3)

where [cl, cr] denotes the concatenating vector
for the children; f is a non-linearity function;
Wstr ∈ Rd×2d and bstr ∈ Rd is the bias vector.
The Relation Neural Net takes as input the com-

pressed vector representation for two Discourse
Units that are determined to be connected in the
Discourse Tree and learns the relation label for the
parent node. The Relation Neural Net is the same
in structure as the Structure Neural Net in Figure
5.

The Sentiment Neural Net takes as input the
compressed vector representation for two Dis-
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Figure 5: The Discourse Structure Neural Net

course Unit that are determined to be connected in
the Discourse Tree and learns the sentiment label
for the parent node. This Neural net also shares
the same structure as the one in Figure 5.

4.3 Joining Neural Nets

Our hypothesis in creating a joint model is that the
accuracy of prediction obtained in a joint design
would be higher than the accuracy of prediction
coming from independent Neural Nets applied to
each task. We explore two ways of creating a joint
model. For both approaches, we train three neu-
ral nets (Discourse Structure, Discourse Relation
and Sentiment Neural Nets) that interact with one
another for improved training. The input to the
Structure net are all possible pairs of text spans
that can be connected in a Discourse Tree. The in-
put to the Relation and Sentiment nets are the pairs
of text spans that are determined to be connected
by the Structure net.
Inspired by Multitasking (Collobert and Weston,
2008), our goal is to find a representation for the
input that will benefit all the tasks that need to
be solved. Since the first layer in a Neural Net
learns relevant features from the input embedding,
in this approach, the first layer is shared between
the three Neural Nets and training is achieved in a
stochastic manner by looping over the three tasks.
As shown in Figure 6, at each time step, one of the
tasks is selected along with a random training ex-
ample for that task. Afterwards, the neural net cor-
responding to this task is updated by taking a gra-
dient step with respect to the chosen example. The
end product of this design is a joint input represen-
tation that could benefit both Sentiment Analysis
and Discourse Parsing.

Figure 6: Multi-tasking

Figure 7: Multi-tasking Network

Inspired by Pre-training Neural Nets (Erhan
et al., 2010), in this approach we study how the
parameters of one Neural Net after training can
be used as a form of initialization for the network
applied to the other task. As shown in Figure 8,
in this setting, we first fully train the Discourse
Structure Neural Net, then the weights from this
trained net are used to initialize the Discourse Re-
lation Neural Net and once this net is fully trained,
its weights are used to initialize the weights of
the Discourse Structure Neural Net again. After
another round of training the Discourse Structure
Neural Net, its weights are used to initialize the
Sentiment Neural Net. After training the Senti-
ment Neural Net, its weights are again used to ini-
tialize the Structure Neural Net. 4

5 Training and Evaluating the Models

All the neural models presented in this paper were
implemented using the TensorFlow python pack-

4We experimented with 2,3 and 10 iterations using 10-
fold cross validation on the datasets and achieved best results
with 3 iterations, which appears to be a good compromise
between accuracy and training time.
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Figure 8: Using the weights of one network as a
form of pre-training for another network

age (Abadi et al., 2015). We minimize the cross-
entropy error using the Adam optimizer and L2-
regularization on the set of weights. For the indi-
vidual models (before joining), we use 200 train-
ing epochs and a batch size of 100.

We evaluate our models using 10-fold cross val-
idation on the sentiment treebank and on RST-DT.
In Table 1 and Table 3, a star indicates that there
is statistical significance with a p-value less than
0.05. The significance is with respect to the joint
model vs the model before joining. The results
for Discourse Parsing are shown in Table 1. To
build the most probable tree, a CKY-like bottom-
up parsing algorithm that uses dynamic program-
ming to compute the most likely parses is applied
(Joty et al., 2015) and we have used the 41 re-
lations outlined in (Mann and Thompson, 1988)
for training and evaluation of the Relation predic-
tion. From the results, we see some improvement
on Discourse Structure prediction when we are us-
ing a joint model but the improvement is statisti-
cally significant only for the Nuclearity and Re-
lation predictions. The improvements on the Re-
lation predictions were mainly on the Contrastive
set (Bhatia et al., 2015), specifically the class of
Contrast, Comparison and Cause relations as de-
fined in (Mann and Thompson, 1988). The result
for each of these relations under different training
settings are shown in Table 2. Notice that the ac-
curacies may seem low, but because we train over
41 classes of relations, a random prediction would
result in 2.43% accuracy. Among the contrastive
relations, the Problem-Solution did not improve
due to the fact that this relation is hardly seen at
the sentence level. This confirms our hypothesis
that knowing the sentiment of the two Discourse

Approach Span Nuclearity Relation
Discourse Parser
(Before Joining) 93.37 73.38 57.05

Joined Model
Pre-training 94.35 74.92 58.82

Joined Model
Multi-tasking 94.31 75.91* 60.91*

Table 1: Discourse Parsing results based on man-
ual discourse segmentation

Relation
Setting Individual Pre-training Multi-tasking

Comparison 18.97 20.87 27.08
Contrast 15.19 17.74 20.83
Cause 7.6 8.11 8.61

Average 13.92 15.57 18.84

Table 2: Contrastive Relation Prediction results
under different training settings

Units that are connected in a discourse tree can
help with the identification of the discourse rela-
tion that holds between them.

For the task of Sentiment Analysis, the results
are shown in Table 3. To train the model, we use
the five classes of sentiment used in (Socher et al.,
2013)5. We measure the accuracy of prediction in
two different settings. In the fine grained setting
we compute the accuracy of exact match across
five classes. In the Positive/Negative setting, if the
prediction and the target had the same sign, they
were considered equal. Notice that this is differ-
ent from training a classifier for binary classifi-
cation, which is a much easier task (see (Bhatia
et al., 2015)). The difference in accuracy between
these two settings signals that distinguishing be-
tween very positive and positive and distinguish-
ing between very negative and negative is rather
hard. The results of sentiment shown in Table 3 are
also consistent with our hypothesis. When jointly
trained with Discourse Parsing, we can get a better
performance on labeling nodes of the Discourse
Tree with sentiment labels compared to an indi-
vidual sentiment analyzer applied to a Discourse
Tree.

Interestingly, if we compare the two joint mod-
els across both tasks it appears that Multi-tasking
does better that Pre-training in all cases except for
discourse structure. A possible explanation is that
by transferring weights from one network to an-
other (as done in Pre-training), the neural net starts
learning with a possibly better initialization of the
weights. However Multi-tasking performs a joint

5{very negative, negative, neutral, positive, very positive}
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Approach Fine grained Positive Negative
All Root All Root

Sentiment Analyzer
(Before Joining) 43.37 40.6 52.86 51.27

Joined Model
Pre-training 42.46 40.36 53.82 53.15

Joined Model
Multi-tasking 45.49* 44.82* 55.52* 54.72*

Table 3: Sentiment Analysis over Discourse Tree

learning at the finer granularity of single training
instances and so an improvement in learning one
task immediately affects the next.

All results in Table 1 and 3 were obtained by
setting the dimension d of the compressed vec-
tors to 100. Experimentally, we found that the
performance of the model was rather stable for
d ∈ {1200, 600, 300, 100} and was substantially
lower for d ∈ {50, 25}.

In terms of actual runtime, Pre-training and
the individual models are an order of magnitude
faster than the Multi-tasking model. This is be-
cause even though they require a larger number of
epochs to converge (200 for individual, vs 6 for
Multi-tasking), they can be trained in parallel.
Notice that training and testing of the networks is
done on Sentiment Treebank for sentiment anal-
ysis and on RST-DT for discourse parsing. (Joty
et al., 2015)’s Discourse parser was run on Senti-
ment Treebank to get the sentiment annotation at
the granularity required for the joint model with
discourse. However, having a gold dataset of
sentiment labels corresponding to discourse units
could further improve the results.

6 Comparison With Previous Work

Several differences between this work and
previous approaches make direct comparisons
challenging and possibly not very informative.

(Socher et al., 2013) use syntactic trees, as
opposed to discourse trees, as recursive struc-
tures for training. Thus we cannot compare
with his ”All”-level results. For ”Root”-level,
(Socher et al., 2013) reports 45.7% fine-grained
sentiment accuracy compared to 44.82% of our
Multi-tasking. This difference is unlikely to
be significant and the sentiment annotation of
syntactic structure is definitely more costly than
one at the EDU level.

(Bhatia et al., 2015) focuses on document level
sentiment analysis, using bag-of-word features
for EDUs; and only training a binary model while

assuming the discourse tree as given, which is
very different from our approach.

Since our work focuses on sentence-level dis-
course parsing, we cannot compare with (Li et al.,
2014) because they only report overall results
without differentiating sentence vs document
level.

Finally, (Joty et al., 2015) achieves better per-
formance on sentence level. First, we believe that
with more training data, as it has been shown with
other NLP tasks, we would eventually outperform
CODRA. Second, the goal of our work is not to
beat the state of the art on each single task, but to
show how the two tasks can be jointly performed
in a neural model.

7 Conclusion

Discourse Parsing and Sentiment Analysis are two
fundamental NLP tasks that have been shown to
be mutually beneficial. Evidence from previous
work indicates that information extracted from
Discourse Trees can help with Sentiment Analy-
sis and likewise, knowing the sentiment of two
pieces of text can help with identification of dis-
course relationships between them. In this paper,
we show how synergies between these two tasks
can be exploited in a joint neural model. The first
challenge entailed learning meaningful vector rep-
resentations for text spans that are the inputs for
the two tasks. Since the dimension of vanilla skip-
thought vectors is too high compared to the size
of our corpora, in order to simultaneously reduce
the dimensionality and to produce vectors that are
meaningful for our tasks, we devised task specific
neural compressors, that take in Skip-thought vec-
tors and produce much lower dimensional vectors.

Next, we designed three independent Recursive
Neural Nets classifiers; one for Discourse Struc-
ture prediction, one for Discourse Relation predic-
tion and one for Sentiment Analysis. After that,
we explored two ways of creating joint models
from these three networks: Pre-training and Mul-
titasking. Our experimental results show that such
models do capture synergies among the three tasks
with the Multi-tasking approach being the most
successful, confirming that latent Discourse fea-
tures can help boost the performance of a neural
sentiment analyzer and that latent Sentiment fea-
tures can help with identifying contrastive rela-
tions between text spans.
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In the short term, we plan to verify how syntac-
tic information could be explicitly leveraged in the
three task-specific networks as well as in the joint
models. Then, our investigation will move from
making predictions about a single sentence to the
much more challenging task of dealing with multi-
sentential text, which will likely require not only
more complex models, but also models with scal-
able time performance in both learning and infer-
ence. Next, we intend to study how pre-training
and multitasking could be both exploited simul-
taneously in the same model, something that to
the best of our knowledge has not been tried be-
fore. Finally, as another venue for future research,
we plan to explore how sentiment analysis and
discourse parsing could be modeled jointly with
text summarization, since these three tasks can
arguably inform each other and therefore benefit
from joint neural models similar to the ones de-
scribed in this paper.
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